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ABSTRACT

Given the many factors that affect coal bursts as well as complex nonlinear relationships, this study analyzes
the main factors that affect coal bursts in coal seams. Central Sulawesi Province. Using NN algorithms to
predict coal bursts. This algorithm uses factor analysis to subtract the attributes of the original high-
dimensional sample and obtains three common factors to maintain the correlation characteristics of 82.227%
of the original data that had 10 sets. factors affecting coal burst rates can be used as training datasets as well
as the last five datasets used as testing data and inputted into the rapid miner application to support NN
algorithms to predict results. By comparing the prediction results where the NN algorithm has a non-
explosion threshold value of 3.194% and an explosion threshold value of -3.230% and is more suitable for
predicting coal burst explosions.
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INTRODUCTION

One that is very threatening to work safety in the mining world is where explosions or coal
bursts are very destructive (Wang et al., 2014). With the increase in mining intensity and
mining depth, work accidents due to coal bursts become more numerous and very dangerous
(Li et al., 2021). Therefore, how to predict coal bursts accurately and effectively is a very
important problem to be solved in improving work safety in coal mines (Singhal et al., 2020).

In recent years, scientists and researchers both from home and abroad have studied many
methods to predict coal bursts, this is very important for advanced researchers to do through
several literatures, especially using single-index, multi-index, and comprehensive index
methods to predict risks due to coal bursts and determine the risks caused by coal bursts (Wu
et al., 2020).

In determining the decision-making model based on the gray theory system of coal bursts
whether they are explosions or not according to the visibility between the critical value of the
index from the center of the explosion target or coal burst (Perez, 2003). Backpropagation (BP)
is used as a model to predict the risk of coal bursts in work surface areas and mine areas that
can pose occupational safety risks to employees (Al Shibli et al., 2018).

However, the index analysis method still has many problems, such as difficulty in
performing high linear operations and being influenced by human factors (Wiegmann &
Shappell, 2017), therefore the gray system theory method cannot work effectively to extract
coal and its causative factors. BackPropagation (BP) neural networks have high data corruption
where requirements and performance are generally very low. In addition, most of the prediction
methods above remain at a static level with a low level of intelligence because they fail in the
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relationship between variables and need to be increased in value to predict accuracy (Al-Sahaf
etal., 2016).

The purpose of the above study uses a reduction model, extracting with a high level of
correlation, which is based on a generally high level of good performance and efficiency from
a small sample using the Neural Network (NN) algorithm, where the relationship is not linear
with causative factors and coal bursts is quite effective.

METHOD
Analysis Factors

Factor Analysis is a method that replaces a number of large variables with several factors
as a whole, this method serves to reduce several multi-variant spatial dimensions linearly and
general factors obtained and does not depend on each other, has the ability to reflect most of
the information from a variable (Yong & Pearce, 2013). Complex variables or factors can be
reduced to a few common factors and can simplify the structure of neural networks to increase
the efficiency of computational theory and improve its accuracy prediction (Jhony & Firdaus,
2020).

Neural Network (NN) Algorithm

Neural Network (NN) is a development of Multilayer Perceptron (MLP) designed to
process two-dimensional data. NN is included in the type of Deep Neural Network because of
the high depth of the network and is widely applied to image data. In the case of image
classification, MLP is less suitable for use because it does not store spatial information from
image data and considers each pixel to be an independent feature that produces poor results
(Singhal et al., 2020).

NN was first developed under the name NeoCognitron by Kunihiko Fukushima, a
researcher from NHK Broadcasting Science Research Laboratories, Kinuta, Setagaya, Tokyo,
Japan. The concept was then matured by Yann LeChun, a researcher from AT&T Bell
Laboratories in Holmdel, New Jersey, USA. The NN model under the name LeNet was
successfully applied by LeChun to his research on number recognition and handwriting. In
2012, Alex Krizhevsky with his NN application won the ImageNet Large Scale Visual
Recognition Challenge 2012 competition. This achievement is a moment of proof that Deep
Learning methods, especially NN (Zhang & Kabuka, 2021).

NN Model Concept

The way NN works has similarities to MLP, but in NN each neuron is presented in two
dimensions, unlike MLP where each neuron is only one dimensional.

o LU
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Picture. 1. Simple MLP Architecture
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An MLP as in Figure. 1. It has an i layer (red and blue squares) with each layer containing
ji neurons (white circle). MLP accepts one-dimensional input data and propagates that data on
the network to produce output. Each connection between neurons on two adjacent layers has a
one-dimensional weight parameter that determines the quality of the mode. In each input data
on the layer, a linear operation with an existing weight value is performed, then the
computational results will be transformed using a non-linear operation called the activation
function (Yu et al., 2015).

In NN, the data propagated on the network is two-dimensional data, so the linear operation
and weight parameters on NN are different. In NN linear operations use convolution
operations, while weights are no longer one-dimensional, but are four-dimensional which is a
collection of convolution kernels as in Figure 2.

The weight dimensions on NN are:

X neuron input neuron output x
Height x width

Due to the nature of the convolution process, NN can only be used on data that has a two-
dimensional structure such as image and sound.

layer m-| hidden layer m

Figure.2. Convolution Process on NN

NN Network Architecture

JST consists of various layers and several neurons on each layer. These two cannot be
determined using definite rules and apply differently to different data.

In the case of MLP, a network without hidden layers can map any linear equation, while a
network with one or two hidden layers can map most equations to simple data.

But on more complex data, MLP has limitations. In the problem of the number of hidden
layers below three layers, there is an approach to determine the number of neurons in each
layer to approach optimal results. The use of layers above two is generally not recommended
because it will cause overfitting and significantly reduced backpropagation strength (Chen et
al., 2019).

With the development of deep learning, it was found that to overcome MLP's shortcomings
in handling complex data, functions are needed to transform input data into a form that is easier
for MLP to understand. This triggers the development of deep learning where in one model is
given several layers to transform data before the data is processed using the classification
method. This triggered the development of neural network models with the number of layers
above three. However, due to the function of the initial layer as a feature extraction method,
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the number of layers in a DNN does not have universal rules and applies differently depending
on the dataset used (Zeng et al., 2021).

Because of this, the number of layers in the network and the number of neurons in each
layer are considered hyperparameters and optimized using a searching approach. An NN
consists of several layers. Based on the LeNet5 architecture, there are four main layers in an
NN but only three layers are applied to this TRAN:

The purpose of convolution of image data is to extract features from the input image.
Convolution will produce linear transformations of the input data according to the spatial
information in the data. The weight of the layer specifies the convolution kernel used, so the
convolution kernel can be trained based on input to NN (Bernado-Mansilla & Garrell-Guiu,

2003).

Figure.3. Convolution Operations

SOFTWARE DESIGN

Training Process

The training process is the stage where NN is trained to obtain high accuracy from the
classification carried out. This stage consists of a feed forward process and a backpropagation
process. To start the feedforward process requires the number and size of layers to be formed,
the size of the subsampling, the vector image obtained. Where the vector image will go through
a process of convolution and Max pooling to reduce the size of the image and multiply its
neurons. So many networks are formed which add variant data to be studied.
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Testing Process

The testing process is a classification process using weights and biases from the results of
the training process. This process is not much different from the training process which
distinguishes that there is no backpropagation process after the feedforward process. So that
the end result of this process produces the accuracy of the classification performed, the data
that failed to be classified, the image number that failed to be classified, and the form of the
network formed from the feedforward process.

With new weights and biases, a feedforward process is applied which then produces an
output layer. The output layer is fully connected with the labels provided. The fully connected
results obtained data that failed and were successfully classified.
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Measurable sample data of factors affecting coal bursts obtained from datasets

Table 2.1 Sample Data
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RESULTS AND DISCUSSION
Preprocessing

The initial process before testing the proposed method, namely the Neural Network
preprocessing stage. The preprocessing stage used in this study is data normalization. Using
the formula equation (3.1), namely:

Xy — min(x} 4= 5705657056
1

T ames-5056

Ry ——e—————
max(x,} —min{x,)

Neural Network (NN) Algorithm Design
By using rapidminer application by using Neural Network (NN) design algorithm

Figure 4.1 Neural Network
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Test Results with Neural Network (NN)

Table 4.1 Outburst (Sigmoid) Class

Figure 4.2 NN Algorithm Design results

No Node Value Thershold
1 Node 1 1.602

2 Node 2 0,379861

3 Node 3 1.285

4 Node 4 -0.661 -3.230
5 Node 5 0,6125

6 Node 6 1.277

7 Node 7 2.006

8 Node 8 1.917

Where in Table 4.1 Class Outburst obtained a Threshold value of -3.230% in the coal

explosion class.

Table 4.2 Class no outburst (Sigmoid)

No Node Value Thershold
1 Node 1 -1.637

2 Node 2 -0.484

3 Node 3 -1.332

4 Node 4 0,5 3,194
5 Node 5 -0.831

6 Node 6 -1.322

7 Node 7 -1.980

8 Node 8 -1.904
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Where in Table 4.2 Class no outburst obtained a Threshold value of 3.194% in the class
where there is no coal explosion.

CONCLUSION

Research on Prediction of Coal Spray Rate Based on Factor Analysis and Neural Network
Algorithm is expected to determine the level of new bursts to maintain the safety of coal mine
workers in the Morowali area, Central Sulawesi, where the level of coal bursts can be known
by using the rapidminer application based on past datasets with the level of bursts reaching a
therhold value of -2.230% compared to the rate of no bursts reaching The thershold value is
3.194%, it is also expected for researchers to use other methods so that the level of coal bursts
can be known.
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